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Coverage is a factor to reflect the network service quality of the Underwater Wireless Sensor Network (UWSN). Existing 

UWSN has problems of void-hole and low coverage, which is reducing UWSN lifetime and ability to monitor deployment 

areas. To improve network coverage and network lifetime, a coverage optimization method based on virtual force and 

particle swarm optimization (VF-PSO) is proposed in this article. By action of virtual force, the underwater mobile nodes 

would move to a better position to improve network coverage in this method. For the VF-PSO algorithm, the virtual force 

can guide the optimization of particles and accelerate the convergence of particles to the global optimal solution. This 

algorithm could not only optimize the movement trend of nodes to maximize the coverage ratio but also adjust the node 

distance threshold to reduce the network coverage redundancy. Simulation presents that compared with other typical 

algorithms, VF-PSO can improve the network connectivity and coverage of the UWSN area, and effectively avoid the 

network void-hole problem. 
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Introduction 

Recently with the increasing demand for the 

construction of marine ranching, Underwater Wireless 

Sensor Network (UWSN) technology has received 

more and more attention. The UWSN includes a large 

number of underwater sensor nodes using underwater 

acoustic communication to form a self-organized data 

transmission network. To monitor some underwater 

areas and collect data, the UWSN must make sure that 

the monitored area is completely covered by the 

UWSN. Otherwise, if a part of the area (void-hole 

area) is not covered, some events that occur in this 

area cannot be detected
1
. However, there are some 

problems for UWSN to achieve 100 % coverage
2
, 

such as inaccurate node positioning in the network, 

data processing delay and node communication anti-

interference problems. The coverage problem reflects 

the monitoring ability of the UWSN area deployed by 

network nodes. The void-hole problem will increase 

the energy cost of the UWSN, so the coverage degree 

affects the coverage of the UWSN and the lifetime of 

the network
3
. 

The research on UWSN by foreign research 

institutions lasted for several years. The UWSN 

routing protocol has been systematically researched 

by the Underwater Sensor Network Laboratory of the 

University of Connecticut
4
. For the UWSN coverage 

problem, Zou et al.
5
 introduced the Virtual Force 

algorithm (VF) to improve the network coverage. 

However, the sensors in this algorithm did not have a 

path planning graph for repositioning, node collision 

may occur when the sensors were repositioned and 

the positioning of multiple targets was not considered. 

Wang et al.
6
 proposed a k-Equivalent Radius 

enhanced Virtual Force Algorithm (k-ERVFA), which 

realized non-uniform area coverage optimization for 

different k-coverage requirements. The performance 

comparison of the results showed that k-ERVFA had 

better coverage in high-k coverage sub-regions, 

enabling ideal diversified k-coverage deployments. 

For the problem of node communication connection, 

domestic and foreign experts and scholars have 

proposed several optimization algorithms
7-9

. Li et al.
10

 

proposed a discrete PSO algorithm for the problems 

of the UWSN clustering method. The algorithm 

reduced network energy costs, and improved network 

robustness. But the connectivity of nodes of the 

algorithm did not be analyzed. To sum up, the 

coverage optimizing method of UWSN is important to 

improve the performance of UWSN. The article 
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adopts an algorithm combining virtual force and PSO 

to optimize the network coverage.  

 
Model description 
 

Perception model 

This article sets the following assumptions. 1) All 

the nodes are deployed on the seabed 2D plane and 

have the same initial energy. 2) Each node has the 

same communication coverage area. 3) All nodes can 

send and receive data. A UWSN model is shown in 

Figure 1, and the nodes coverage area is also 

presented. All the sensor nodes deliver data to the 

sink via a multi-hop route, and then the sink would 

transmit data directly to the base station on the sea 

surface. 

The coverage model of UWSN established in this 

article refers to the model presented by Du et al.
11

. 

The sensing radius of each node is r, and the sensing 

circular area is
2rs  , 

iS  is the area covered by the 

i-th node. The centroid 
iC  of the i-th node is at the 

center of each circled area. Therefore, ( , , )i ix y r  is 

used to represent the sensing domain of the i-th node. 

ji SS   is the effective area covered by the i-th node 

and j-th node together.
i

N

i S1  means the effective area 

covered by N nodes together. f is the effective 

coverage ratio of 
i

N

i S1  to total area 
S , and can be 

used to evaluate the quality of nodes coverage
12

: 
 

     


   

 
  

  
  … (1) 

 

The target of the work is to maximize the value of 

equation (1).  

Node selection scheduling model 

The problem of effectively planning nodes 

deployment should be solved. The node selection 

model presented by Shi
13

 could reduce energy 

consumption. In this article, it would select some 

redundant nodes to sleep. During the process of the 

algorithm, the redundant node near a dead node would 

move to the location of this node to replace it. This 

algorithm could fill the hole of coverage caused by 

the node death. 

According to the theorem, when the 

communication distance of one node is greater than  

2 times the sensing distance (
sc RR 2 ), the 

perceived coverage of the network can ensure the 

communication coverage of the network, so under this 

prerequisite, the network communication connectivity 

could be ensured. 

To satisfy the requirement of at least one-degree 

coverage when the network is dormant, the nodes of 

the network are divided into several groups. For each 

round, some nodes of the group are selected to 

transmit data, the others sleep
14

. The group ensures a 

high degree of aggregation, and the coverage areas of 

all nodes in the group are adjacent to each other so 

that the working nodes can effectively cover most of 

the sensing area of the group. Therefore, a request for 

each fused group is needed to make and all nodes in 

the two groups are in a state of covering adjacency. 

Assume that there are two groups 1A  and 2A , the 

sensing distance of nodes is 
sR . All member nodes in 

the two groups are connected in pairs, so the distance 

between node ix  in 1A  and node jx  in 2A  is less 

than 
sR2 (

sji Rxxd 2),(  ). Then the connection 

relationship 
ijm between the two nodes is assumed to 

be 1ijm , otherwise, it is 0: 
 

     
                

                
   … (2) 

 

At the same time, the connectivity parameter C  

between groups is defined as follows: 

Suppose there are two groups A  and A , where 

the number of nodes is S  and S , the sensing 

distance of the nodes is sR , any node ix  in A  and 

any node jx  in A , so 
 

     
   

     
           … (3) 

 
 

Fig. 1 — Layout and coverage diagram of underwater wireless 

sensor network 
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The model of the nodes’ status scheduling 

mechanism is shown in Figure 2. 
 

Covered hole repair model 

The node density is adjusted by the node distance 

threshold 
thD . 

thD  is set as 
sR2 and there are 

"monitoring loopholes" in the monitoring 

environment, and areas are not within the monitoring 

capability of any sensor. As shown in Figure 3(b), to 

achieve "full coverage" of the area (any point in the 

monitored area is within the monitored range of at 

least one sensor node), the optimal deployment of the 

node at this time meets sRd 3 (ref. 15)
. Network 

coverage models with different node distance 

thresholds are shown in Figure 3.  

According to the above analysis, it is known that 

the network area coverage is related to the node 

sensing distance
sR , and the network connectivity is 

related to the node communication distance
cR . To 

maintain network area coverage and network 

connectivity, the value of the node distance 
thD  

threshold should be: 
 

      

                       

                          

                       

      … (4) 

 

If sc RR 2 , network connectivity can be 

maintained when the area is covered. Else, if 

sc RR 3 , coverage can be ensured when the 

network is connected. 

 
Obstacle local perceptual movement model 

The obstacle avoidance model of the UWSN is in 

its infancy, other domain models for obstacle research 

already exist
16

. Thus, the Ad Hoc network
17

 obstacle 

avoidance model adapted to the characteristics of  

the underwater wireless sensor network is used  

for analysis. Because the  nodes  of  UWSN  can  only  

 
Fig. 3 — (a) Coverage holes exist (

sRd 2 ), and (b) Uncovered 

void (
sRd 3 ) 

 

accept information in the perceptual range
18

, the 

global perceptual avoidance model is no longer 

applicable. The article adopts an Obstacle Local 

Perceptual Movement (OLPM) model for obstacle 

avoidance
19

. The obstacle avoidance model is shown 

in Figure 4. 

The obstacle local perception movement model can 

be described as follow: If there is no obstacle on the 

line from the node to the destination in the visible 

range, the node will move to the target point. Until the 

obstacle appears, the node will choose the path to 

avoid the obstacle, and then continue to move towards 

the destination until the endpoint is reached.  

 
 

Fig. 2 — The model of node status scheduling mechanism 
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Materials and Methods 

Node deployment in UWSN is relatively sparse, so 

some nodes are mobile. These mobile nodes can not 

only solve the problem of coverage holes caused by 

node failure due to insufficient energy but also 

autonomously move to the corresponding monitored 

area based on measured data. However, in the actual 

node movement process, due to the intricateness of 

the underwater environment, there are often some 

moving obstacles flooding between them, and the 

movement and shape of these obstacles are uncertain. 

In this article, the above OLPM model is used for 

obstacle avoidance. During the movement of the node 

to the target point, if there is no obstacle, the node 

would move directly to the destination. Else if there 

are obstacles on the way, the node will choose other 

paths to bypass the obstacles. During path selection, 

the length of paths is compared to find the optimal 

path. Every time the node moves one step forward, it 

performs a path selection until it finally bypasses all 

obstacles to reach its destination.  

As shown in Figure 4(a), the node selects the 

OLPM route from the starting point S to the 

destination D. The initial state of the node is straight 

and obstacle O1 appears during the process of 

movement, then the node state will be adjusted to 

avoidance. Because the node can only focus on the 

distance of the current moving step, it will choose the 

path that can bypass some obstacles and make the 

distance shorter, which is presented in Figure 4(b, c). 

By comparing the length of each step, the current 

optimal path is obtained.  
 

Node deployment 

The problem of node deployment in UWSN could 

be divided into two types: sparse deployment and 

dense deployment
20

. For area coverage, dense 

deployment strategies are mainly used. In this article, 

according to the different node deployment densities 

in the monitored area, the network deployment model 

is non-uniform deployment.  

In general, the node deployment density is determined 

by the communication load that the node can bear. 

The physical location of the aggregation node often 

determines the communication load of each node in 

the network during the data collection process. For 

areas with heavy loads, it is necessary to increase the 

deployment density of nodes. Conversely, for 

monitored areas with light loads, it is necessary to 

reduce the deployment density of nodes. The number 

of underwater sensor nodes will increase 

geometrically as the distance between sink nodes 

decreases
21

. The number of deployed nodes in the 

monitored area could be estimated by the following 

equation
22

:  
 

               
   

  
 

     
           

  
 

   

         
  

             

  
   …(5) 

 

Where, 
S  is the monitored area; C is the perimeter 

of this area; and p is the initial coverage. 

 

VF-PSO algorithm 

As nodes are deployed randomly, the network 

coverage is low. In this article, a virtual force 

algorithm based on PSO (Particle Swarm 

Optimization) is proposed to improve the coverage 

quality of the monitored area. PSO is a population-

based iterative evolution algorithm
23

.
 
The combination 

of virtual force algorithm and PSO can improve the 

problem of insufficient optimization ability of virtual 

force algorithm and make particles effectively avoid 

falling into a locally optimal solution. 

 
(1) Principle of VF-PSO algorithm 

In the VF-PSO algorithm, the position of the sensor 

node is assumed to be the centroid of the node's 

 
 

Fig. 4 — OLPM path selection 
 



HU et al.: VF-PSO FOR COVERAGE OF UNDERWATER SENSOR NETWORK 
 

 

223 

sensing domain and the moving direction of the node 

is represented by the motion trajectory of the centroid. 

The centroid of this algorithm is regarded as a virtual 

charge and the monitored area as a virtual field. When 

the centroid moves, it is affected by the gravitational 

force and the repulsive force of the adjacent centroid. 

The resultant force of the two makes the centroid 

move towards a solution set that is conducive to 

maximizing the coverage of the area and finally 

makes the particles converge to the global optimal 

solution. 
 

(2) Evolution and aggregation factors 

Let the function value of the particle 
ix  after the k-

th iteration be )( k

ixf , the local optimal function 

value be )( k

ipf , and the particle global optimal 

function value after the k-th iteration be f(g
k
) . Before 

designing evolution factors and aggregation factors, 

the average of local optimums aveP(pbest
k
) of each 

particle after the k-th iteration is defined as
24

: 
 

              




m

i

k

ipf
1

)(

 
  … (6) 

 

The average value of all particle function values 

aveF(x
k
) after the k-th iteration is:  

 

         
     

   
   

 
  … (7) 

 

Define the k-th iteration of the particle i  as: 
 

   
   

    
    

    
    

  … (8) 
 

Define the k-th iteration of optimization degree of 

local average value as: 
 

     
              

            
  … (9) 

 

The k-th iteration of the particle global 

optimization is defined as: 
 

     
       

     
  … (10) 

 

The evolution factor equation that defines the k-th 

iteration is: 
 

    
        

       
       

   … (11) 
 

Where, 1a , 2a and 3a  are the correlation coefficients 

from 0 to 1, and 1321  aaa . Since the evolution 

factor is mainly based on the global optimal value-

seeking degree, ),max( 213 aaa  . 

The aggregation factor equation that defines the  

k-th iteration is: 
 

      
        

            
  … (12) 

 

(3) Inertia weight 

It can be known from Zhou et al.
24

 and Lu et al.
 25

 

that the size of the inertia weight has a great impact 

on the performance of the PSO. The inertia weight is 

improved by using equation (13): 
 

                                  
 

    
     … (13) 

 

Where, 
maxt is the max number of iterations. 

maxw and 

minw  are maximum and minimum values of the 

inertia weight.  is an adjustment element. wA is 

acceleration coefficient. To prevent particles from 

flying out of solution space, the speed and position of 

particles need to be restricted. 
 

    
                  

                   

     
                  

                   

 

  
 … (14) 
 

The particle position & velocity update equation is: 
 

   
         

               
       

   

            
       

              
        

      
     

 … (15) 
 

Where, 
3C is the acceleration element. vf  is the 

changed angle of the particle by the action of virtual 

force, shown as equation (16). Other parameters are 

the same as the standard PSO. 
 

              
 
 

    … (16) 
 

Where, 
max  is the maximum angle of rotation. 

iF  is 

the virtual force resulting from the i-th node centroid.  
 

(4) Particle force and energy analysis of VF-PSO  

The moving particles are subjected to two virtual 

forces: gravitational force of the particles, and 

repulsive force of adjacent particles. 
 

i) Gravity force on the particle 

The gravity of the t-th uncovered point to the i-th 

centroid point can be calculated by equation (17). 

      

 

         
              

                             

                                              

   

 … (17) 
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Where, ),( cici yx  is the vertical and horizontal 

coordinate of centroid point iC , ),( tt yx  is the 

vertical and horizontal coordinate of t, A  presents 

the monitored area, ),( riAy
 presents the sensing 

domain of i-th node. The direction of itF  is from 

point i  to point t . 

 
ii) Repulsion of adjacent particles 

To avoid the problem of coverage redundancy 

caused by the high density of nodes, this article 

assumes that there is a repulsive force between 

adjacent centroid points. 

 

      
  

          
             

                         

                                              

   … (18) 

 

Where, ),( cjcj yx  is the vertical and horizontal 

coordinate of the centroid 
jC , 

ijF is the repulsive 

force of the centroid point 
iC  on the centroid point

jC

, and the direction is from 
iC  to 

jC . Fi is the vector 

sum of the gravitational force exerted by m nodes and 

repulsive force exerted by n adjacent nodes
11

. 
 

     
    
 
         

 
                    

                                                  
  … (19) 

 

The algorithm process flow of VF-PSO is 

presented in Table 1. 
 

Simulation Results and Discussion 

The simulation experiment of the proposed VF-

PSO is performed on MATLAB, and simulation 

parameters are demonstrated in Table 2. The network 

coverage and energy cost of the proposed algorithm 

are compared with the PSO and Social PSO (SPSO) 

proposed by Zhou
24

. The network coverage layout 

before and after the simulation is shown in Figure 5. 

The result of effective coverage rate is presented in 

Figure 6. The network energy consumption result is 

presented in Figure 7. Compared with the algorithm 

by Du
26

 for the average moving distance of nodes, the 

results are shown in Figures 8(a & b). 

Figure 5(a) shows the initial network coverage of 

simulation, and Figure 5(b) is the network coverage 

after VF-PSO optimization. It is obvious that the 

nodes have been more evenly deployed and the 

network coverage ratio has been improved by VF-

PSO.  

Figure 6 shows the iteration curves of the three 

algorithms. The solid line is the iteration curve of the 

PSO algorithm, the asterisk line is the iteration curve 

of the SPSO algorithm, and the circle line is the 

iteration curve of the VF-PSO algorithm. It can be 

known from the simulation curve of Figure 6(a) that 

the number of iterations is the same. If the coverage 

algorithm uses the PSO algorithm, the algorithm 

Table 1 — Dynamic deployment based on the VF-PSO algorithm 

Step 1 

The random deployment method is used to initialize 

the node deployment and give each particle in the 

particle swarm an initial speed and position. The 

position 
idx  of each particle is randomly generated in 

the range of ],[ maxmax xx , and the velocity 
idv of 

each particle is randomly generated in the range of 

],[ maxmax vv . 

Step 2 
Initialize the node energy and select a part of the 

redundant nodes to enter the dormant state. 

Step 3 
According to equation (1), the expected initial 

network coverage of the UWSN is given. 

Step 4 

At the beginning of VF-PSO, the number of nodes 

needed to reach the initial coverage was estimated 

according to equation (5). 

Step 5 
According to equation (15), the position, speed, and 

energy of the underwater sensor node are determined. 

Step 6 

It is determined whether the node energy in the 

working state is approaching the maximum node 

energy.  

Step 7 
Whether there is a coverage void-hole in the network. 

If so, adjust the node distance threshold 
thD . 

Step 8 The resultant force of each node is calculated. 

Step 9 

The local optimal solution and the global optimal 

solution are calculated and compared at the end of 

each iteration, and the global optimal solution is 

continuously updated. 

Step 10 

Speed and position of the sensor nodes are updated 

according to the resultant sum calculated in Step 8 

and equation (19). Network coverage is also 

obtained. 

Step 11 

It is judged whether the coverage ratio and the global 

optimal solution or the number of iterations has 

reached a preset value. If not, it returns to Step 5 for 

loop iteration. If it is satisfied, the algorithm ends. 
 

Table 2 — Simulation parameter 

Monitored area (km2) 10*10 

Sensing radius (m) 460 

Initial coverage 0.75 

Number of nodes 200 

Maximum number of iterations 150 

Node initial energy (mAH) 2500 

Acoustic wave velocity (m/s) 1500 

Transmission rate (kbps) 10 

Frequency (kHz) 25 
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converges to the local optimum prematurely, and the 

algorithm has reached convergence when the network 

coverage just reached 85 %. When using SPSO, it can 

be seen that compared with the former, its 

optimization effect is better and its coverage ratio 

reaches 87 % when the algorithm converges. 

However, it can be seen from the figure that the 

convergence rate is still too early and the coverage of 

the whole network is still low. As the number of 

iterations increased, the coverage eventually increased 

to 91 %. It can be seen from the comparative analysis 

that the sensor network using the VF-PSO algorithm 

has a significantly higher final coverage result than 

the sensor network using PSO and SPSO. However, 

the number of iterations required to achieve final 

convergence is significantly higher than the latter. In 

actual application, it is necessary to set a larger 

number of iterations for VF-PSO. From the 

simulation curve in Figure 6(b), it can be known that 

with the same number of iterations, the coverage of 

the VF-PSO, PSO, and SPSO is 97.2, 92 and 97 %, 

respectively. Since the number of nodes has 

increased, the overall coverage is greater than the 

coverage achieved by the 200 nodes in Figure 6(a). 

It can be seen from Figure 7(a) that the energy 

consumption of the UWSN using PSO is higher than 

the other two algorithms during the simulation. The 

UWSN using SPSO has slightly higher initial network 

coverage than VF-PSO and the energy consumption 

per unit area is slightly lower than VF-PSO. However, 

 
 

Fig. 5 — (a) Initial network coverage, and (b) Network coverage after VF-PSO optimization 

 

 
 

Fig. 6 — (a) Effective coverage ratio if nodes number is 200, and (b) Effective coverage ratio if nodes number is 300 
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compared with VF-PSO, the optimization degree of 

SPSO is still slightly worse. The UWSN using VF-

PSO has relatively low network coverage at the initial 

stage and its energy consumption per unit area is 

slightly higher than SPSO. As the algorithm iterates, 

its network coverage gradually increases, the energy 

consumption per unit area gradually decreases and the 

subsequent remains stable. In Figure 7(b), due to the 

increase in nodes number, the overall energy 

consumption becomes larger, but with the increase in 

iterations number, the final energy consumption is 

still better than that in Figure 7(a).  

From Figure 8(a), it can be seen that the average 

moving distance of PSO and SPSO with unadjusted 

perceptual radius is higher than VF-PSO with 

dynamically adjusted perceptual radius under the 

same number of iterations. After reaching the 

convergence of the algorithm, the coverage change is 

not great, but for PSO and SPSO with a fixed sensing 

radius, due to uneven distribution of the initial sensing 

nodes, the redundancy of the nodes will be relatively 

large and there will be many coverage holes. The VF-

PSO algorithm will adjust the perception radius 

according to the changes in network coverage holes. 

As the number of iterations increases, the network 

nodes are more evenly distributed and the distances 

that the nodes need to move are getting shorter. The 

SPSO algorithm has poor optimization ability, and the 

PSO is prone to fall into a locally optimal solution. 

VF-PSO algorithm combines virtual force and PSO, 

 
 

Fig. 7 — (a) Network energy consumption if nodes number is 200, and (b) Network energy consumption if nodes number is 300 
 

 
Fig. 8 — (a) Node average moving distance if nodes number is 200, and (b) Node average moving distance if nodes number is 300 
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which not only avoids the generation of a locally 

optimal solution but also accelerates the convergence 

speed of the algorithm. In Figure 8(b), as the number 

of nodes increases, the average moving distance of the 

overall nodes is lower than in Figure 8(a). 

According to the simulation results, the VF-PSO 

could effectively improve the coverage ratio, reduce 

energy consumption and avoid the void-hole problem. 

 

Conclusion 

This article has studied the coverage optimization 

problem of UWSN and proposed the VF-PSO 

algorithm. The virtual force could guide the particle to 

the centroid of the node, accelerate the convergence 

of the particle to an optimal solution, and improve the 

effective coverage ratio of the network. The 

simulation results demonstrate the advantages of the 

algorithm in terms of convergence speed, energy 

consumption and coverage performance, thus 

avoiding the problem of network void-holes. In future 

research, we will focus on increasing the nodes 

number and proposing the algorithm to a marine 

ranching-based UWSN application, to verify its 

practical performance. 
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