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The quality of the MRI brain images is dependent on the sensor. It is essential to have a pre-processing technique to 

meet the finest quality at the sensor’s cost. A pre-processing algorithm has been proposed in this paper to enhance the low 

contrast MRI brain images. The input image’s histogram has been divided into two sub histograms using its median value to 

uphold the input image’s mean brightness. After calculating the Renyi entropy from the sub histogram, histogram clipping 

has been done to regulate the enhancement rate. The clipping limit has been selected automatically from the minimum value 

of the mean, median of the distribution function, and itself. Additionally, the proposed algorithm has incorporated the 

Discrete Cosine Transform (DCT) to improve the enhancement. Experimental results have shown that the proposed 

algorithm enhances the input image and maintains the mean brightness.  

Keywords: Adaptive clipping limit, Contrast improvement index, Discrete cosine transform, Gradient magnitude similarity 
deviation, Spatial distribution 

1 Introduction 

The image enhancement techniques are used 

extensively as part of medical imaging, especially in 

Magnetic Resonance Imaging (MRI). The test that uses 

attractive field and radio pulses to capture body 

images, specifically the brain or cerebrum, is called 

MRI
1
. The method of MRI is chosen for low tissue 

density because it provides adequate molecular level 

knowledge. But extracting the information needed from 

these images is an inappropriate activity. Due to 

ambient noise and low light conditions, understanding 

such images is very difficult.
 
Such images are of 

inferior quality, low contrast, and contain a great deal 

of ambiguity. It makes the process of diagnosis more 

complicated. Therefore, the radiologist and surgeons 

use medical image enhancement techniques to 

diagnose illness, identify fractures, detect tumors, and 

identify any organ in our body’s excess development. 

Because of its ease of execution and better 

performance, the most widely used spatial domain 

algorithm is Histogram Equalization (HE).
 
This 

method’s main benefit is that it is a simple technique 

and an invertible operator. However, it does cause the 

low contrast images to over-enhance, resulting in a 

noisy appearance in the enhanced images. One of the 

most commonly used techniques is Local Histogram 

Equalization (LHE) for image enhancement. The entire 

image in LHE is encompassed in a window in which 

the actual pixel is locally equalized within the given 

window by the histogram. Many algorithms have been 

developed to improve the efficiency of HE because of 

the difficulty and choice of window size
2,3

. Kim 

introduced Brightness, Preserving Bi-Histogram 

Equalization (BBHE)
4
 in 1997 to improve the mean 

brightness shifting problems of HE. BBHE divides the 

input low contrast image’s histogram into two by the 

average pixel intensity and equalizing the sub-

histograms separately. It maintains the mean brightness 

while reducing the influence of distortion and 

eliminating irregular enhancement and unnecessary 

artifacts. 

Following BBHE, Dualistic Sub-Image Histogram 

Equalization (DSIHE)
5 
has been proposed, which uses 

the median value instead of the mean value to 

distinguish the histogram of the input image. The 

generalization scheme for BBHE and DSIHE, 

Recursive Mean-Separate Histogram Equalization 

(RMSHE), and Recursive Sub-Image Equalization 

(RSIHE)
6
 has also been developed by recursive 

division of the input histogram other than once based 

on the mean and median values, respectively, RSIHE 

and RMSHE generate    sub-histograms. Scalable 

brightness conservation is permitted by the recursive 

property of RMSHE and RSIHE techniques. RMSHE 
––––––– 
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and RSIHE’s common difficulty is the difficulty of 

defining the best value for  . The output image will be 

near-identical to the input image when   becomes very 

high, and there will be no enhancement. 

A minimum of the mean and median values 

obtained from the histogram is subject to the clipping 

limit imposed on each sub-image histogram. The 

adjustment of over-enhancements resulted from these 

variations, but the conservation of mean brightness in 

the output image was not decisively reflected. In 

addition to the mean and median values for histogram 

clipping, Adaptive Image Enhancement Bi-Histogram 

Equalization (AIEBHE)
7
 uses the initial histogram’s 

minimum values. Although these algorithms were used 

to convey adequate results, rationality in choosing the 

minimum, mean, or median values to differentiate the 

input image was not acceptable. Since each image has 

its feature content, the values cannot be generalized 

against different images. 

Edge Enhancing Bi-Histogram Equalization 

(EEBHEF)
8  

has been used adaptive clipping limit and 

guided image filter based transformation. The average 

intensity value of the image has been used to break the 

histogram. With the aid of the segmented histogram’s 

entropy values, plateau limits have been determined to 

prevent over-enhancement. The limits of the plateau 

adjust the histogram. The modified histogram, 

cumulative density function, and coefficients of the 

guided image filters have been determined for each 

pixel in the input image. The enhanced image has been 

generated by using the mapping function and linear 

filter coefficients. This algorithm’s enhanced picture 

has the maximum information details. A new 

enhancement technique has been proposed by  

P. Shanmugavadivu et al.
9
 to increase the contrast and 

retain the information. This technique has utilised 

Otsu’s method for thresholding and HE to boost the 

image quality. Using the principle of gamma correction 

and the PSO algorithm, M. Kanmani has implemented 

an algorithm for improving the content of information 

and image contrast
10

. 

There are more background regions in the MRI 

images. So, in the enhanced images, it has created  

an offset intensity effect. Most of the current 

enhancement techniques has resulted in more data loss 

due to complexity in such images and cannot increase the 

contrast. Some methods produced noisy images over 

enhanced ones. The main objective of this proposed 

technique is to enhance the contrast enhancement 

thereby reducing artifacts, preserving edges and 

preventing over enhancement. The primary contributions 

of our proposed work are enumerated below:  

Renyi entropy-based bi-histogram equalization is 

proposed to improve the visual perception of MRI 

brain images. Renyi entropy is employed to obtain a 

discrete function to prevent information loss and edge 

details. 
 

Incorporation of the Discrete Cosine Transform 

(DCT) into Bi-histogram equalization for improved 

contrast enhancement.  
 

The proposed technique is validated with 

comparing the results of state of the art bi-histogram 

equalization techniques with six different metrics for 

a publically available MRI database. 
 

2 Materials and Methods 

A low contrast input image   with size     was 

considered. The dynamic range of the input image 

was represented as            .      represented the 

minimum gray intesity and      represented the 

maximum gray intensity of the input image. The 

histogram of the input image was calculated by  
 

                 … (1) 
 

where,    represented the occurrence of the 

intensity  . To preserve the mean brightness of the 

input image, the histogram of the input image was 

divided into two parts by using a threshold value. The 

threshold value was the median of unique intensities 

of the input image and it is represented as     . It was 

defined as,  
 

                     … (2) 
 

The threshold value splitted the histograms into 

two sub-histograms namely    and   . 
 

HL (k) = [hk (x,y); 1  x  X, 1  y  Y} 

where, I min  k  I med … (3) 
 

HU (k) = {hk (x, y); 1  x  X, 1  y  Y} 

where, Imed  k  Imax … (4) 
 

The histograms of the intensities were calculated 

concerning the spatial locations. The input image was 

divided into non-overlapping spatial grids. The 

number of spatial grids in the image was determined 

from the aspect ratio and the number of unique 

intensities present in the image.  
 

                  
 

  
 
   

  … (5) 
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where,   was represented by the number of unique 

intensities present in the input image and    denotes 

the aspect ratio of the image. From the sub-

histograms, the Renyi entropy was calculated by 

using the following computation.  

 

      
 

   
        

      
            

 
  … (6) 

 

      
 

   
        

      
            

 
  … (7) 

 

From the Renyi entropy the discrete function was 

obtained by the following equation.  
 

      
     

  
      

      
            

 … (8) 

 

      
     

  
    
      

            
 … (9) 

 

The obtained density functions were normalized by 

using the following equations.  
 

      
     

  
      

      
     

 … (10) 

 

      
     

  
    
      

     
 … (11) 

 

From the normalized discrete function adaptive 

clipping limit was calculated and based on the 

clipping limit, the modified normalized discrete 

function was obtained.  
 

                                        
… (12) 

 

where,                         . 
 

         
      

         … (13) 

 

where,                        . From the 

normalized density functions the cumulative 

distributions were obtained as follows 
 
 

where, k = Imin, Imin + 1,…, Imed-1. … (14) 
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

   … (15) 

 

where, k = Imed, Imed + 1,…, Imax after calculating the 

clipping limit, the mapping function was obtained,  

     

 
 
 

 
 

                  

                               

                   

                             

  

… (16) 
 

To enhance the image further, Discrete Cosine 

Transformation (DCT) was applied to the image J. 

where, J is the enhanced image obtained from the 

mapping function.  
 

         … (17) 
 

The DCT coefficients of the image J was altered by 

multiplying the weighting function w (m, n) 
 

                       … (18) 
 

where,   and   vary from 1 to M and 1 to N 

respectively. w (m, n)was calculated by  
 

          
   

   
      

   

   
    … (19) 

 

where,   1. To get higher enhancement,  

 value of should be high. For the automatic selection 

of , it was estimated from the normalized density 

function.  
 

     
    
      

           
 
 … (20) 

 

where, 0    1. Inverse DCT (IDCT) of the 

modified image resulted in a overall enhanced image Jen. 
 

               … (21) 
 

3 Results and Discussion 

In the medical imaging system, to diagnose the 

abnormality in any part of the human body, improved 

visual quality of images were required. Proper 

contrast enhancement techniques can achieve it. 

When comparing the image’s perceived quality, the 

image’s properties were considered, such as contrast 

improvement, artifacts, and over enhancement. 

The proposed method for contrast enhancement 

deliberated in Section 2 was experimented on an MRI 

brain image database and evaluated by qualitative and 

quantitative analysis. Qualitative analysis was based on 

visual examination and offers details about annoying 

artifacts, unusual enhancement, and over enhancement. 

Quantitative analysis was done through the performance 

measures such as Absolute Mean Brightness Error 
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(AMBE), Contrast Improvement Index (CII), 

Structural Similarity Index (SSIM), Discrete Entropy 

(DE), Power Signal to Noise Ratio (PSNR), and 

Gradient Magnitude Similarity Deviation (GMSD). In 

this sectoin, qualitcve and quantitative analysis, along 

with the results, were discussed. 
 

3.1 Qualitative analysis 

I1, I2, I3, I4, and I5 were chosen to demonstrate the 

effect of contrast enhancement produced by the 

algorithms for the various MRI brain images
11

. The 

first column of Fig. 1 showed the input images; the 

second column to the fifth column represented the 

contrast-enhanced images of HE, BBHE, AIEBHE, 

EEBHE, and the proposed method, respectively. From 

the second column of Fig. 1, it was noticed that the HE 

produced an over enhanced image with visual artifacts 

at the edges. To resolve the preceding limitations, Bi-

histogram equalization methods like BBHE and 

AIEBHE were proposed. From the third column, it was 

observed that BBHE results in an over-enhanced 

image, but it diminishes the artifacts near edges. The 

over-enhancement due to the histogram spikes 

presented input low contrast image. This algorithm had 

no regulation over the rate of enhancement that may 

contribute to an abnormally bright image. From the 

second column of Fig. 1, it was noticed that the HE 

produced an over enhanced image with visual artifacts 

at the edges. Bi-histogram equalization methods like 

BBHE and AIEBHE have been proposed to resolve the 

preceding limitations. From the third column, it 

wasobserved that BBHE results in an over-enhanced 

image, but it diminished the artifacts near edges. The 

over-enhancement due to the histogram spikes 

presented input low contrast image. This algorithm had 

no regulation over the rate of enhancement that may 

contribute to an abnormally bright image. 

 
 

Fig. 1— Contrast enhanced images from MRI brain image database11. (a) low contrast images (I1_Input-I5_Input), (b) enhanced images 

(I1_HE-I5_HE), (c) Over-enhanced image (I1_BBHE-I5_BBHE)4, (d) (I1_AIEBHE-I5_AIEBHE)7, (e) (I1_EEBHE-I5_EEBHE)8, and 

(f) proposed method (I1_Proposed-I5_Proposed). 
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From the third column of Fig. 1, it was observed 

that the over-enhancement problem can be overcome 

by AIEBHE method, which employed an adaptive 

clipping limit to control the over enhancement. Still, 

the clipping limit lead to information loss, and it 

might produce histogram pits so that it resulted in an 

under enhanced image. In order to enhance the edge 

details, EEBHE method was proposed. From the 

fourth column it was perceived that EEBHE resulted 

in an the enhanced images with improved edge 

strength, due to the guided filtering employed in the 

EEBHE method. But the resultant image did occupy 

the entire dynamic range of the grayscale that may 

lead to less contrast improvement in the local region 

of the enhanced image. The fifth column showed the 

enhanced images which were produced by the 

proposed method. From Fig. 1, it was observed that 

the proposed method resulted in an enhanced image 

with improvements in contrast and without loss of 

information details due to the employment of Renyi 

entropy the edge information were preserved in the 

enhanced image. It was visible from the artifact free 

edges of the enhanced images. From the qualitative 

analysis, the proposed resulted, in contrast, enhanced 

and artifact-free images when compared to the 

methods available in the literature.  
 

3.2 Quantitative analysis 
The qualitative analysis was validated numerically 

with the help of quantitative analysis. The quantitative 

metrics used in this paper are discussed in the Table 1. 
 

The proposed Renyi entropy-based method aimed 

to increase the contrast of the low contrast images 

while preserving the image’s information details and 

preserving the edge information. The CII metric was 

used to compute the local contrast improvement that 

meets the objectives. DE calculated the preservation 

of information details, and SSIM metrics evaluated 

the preservation of edge information. Mean brightness 

preservation was one of the objectives of HE based 

algorithms, and AMBE measures it. The quantitative 

metrics’ values for the sample images were tabulated 

in Table 2 to Table 7, and the most acceptable values 

were highlighted for each measure. 

The average value of the sample images of the 

various metrics was assessed in Fig. 2. The completed 

Table 1 — Various performance measures12-17 

 Measures Mathematical representation Highlights Range 

 AMBE12 
             1. Preservation of mean brightness. 

2. Amount of mean shifting. 

0 to any positive 

value within the 

dynamic range. 

 CII13 

    
          

          
 

Local contrast improvement 

concerning neighbours. 

More than input 

image. 

 SSIM14 

          
                    

   
    

        
    

     
;c1=6.5;c2=58.5 

Degradation due to processing [0,1] 

 DE15 

        

 

   

               
Amount of information loss. Maximum value:  

8 bits/symbol. 

 PSNR16 

             
      

 
   

                      
  

1. Reconstruction quality. 

2. Amount of deviation between original 

and enhanced image. 

30 - 50 dB for an  

8-bit image 

 GMSD17 

      
 

   
  

   

   

           

Structural deviation between the input 

and the processed image. 

[0,1] 

 

Table 2 — AMBE12 values of various contrast enhancement 

techniques 

Methods/I

mage 

HE2 BBHE4 AIEBHE7 EEBHE8 Proposed 

I1 51.7 28.26 26.59 13.96 2.64 

I2 46.76 31.05 33.72 9.18 3.09 

I3 21.17 30.05 36.76 7.82 3.81 

I4 35.34 17.09 20.16 8.35 3.71 

I5 31.43 38.04 18.85 6.82 5.78 
Avg 37.26 25.04 27.22 9.2 3.8 

 

Table 3 — CII13 values of various contrast enhancement 

techniques 

Methods/ 

Image 

HE2 BBHE4 AIEBHE7 EEBHE8 Proposed 

I1 0.77 0.82 1.12 0.88 1.34 

I2 0.85 0.96 1.06 1 1.38 

I3 0.97 0.92 1.6 1.01 1.45 

I4 0.93 0.99 1.16 1.09 1.9 

I5 1.12 1.14 1.12 1.05 1.29 
Avg 0.93 0.97 1.23 1.01 1.6 
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database had been used in all the methods under 

consideration, including the proposed approach to get 

a more accurate analysis. Table 8 brought out the 

average of the performance metrics for all the 

databases. 

The AMBE values for the sample images were 

listed in Table 2. It was observed that the proposed 

method produces a minimum shift compared to the 

other methods. It showed that the separation of 

histogram using its median value results in higher 

preservation of mean brightness. 

Contrast improves index was used to measure the 

local contrast improvement in the enhanced image. The 

local improvement, in contrast, helped to differentiate 

the objects from one another. For medical images to 

diagnose the abnormalities, the objects should be 

distinguished by employing their contrast. The CII 

values were listed in Table 3. It was noticed from the 

table that the proposed method results in a high CII 

value compared to the other techniques. It indicated 

that the contrast improvement helps to identify the 

abnormalities. 

SSIM values for the sample images were tabulated 

in Table 4. From the Table 4, it was inferred that the 

process under consideration provides a high SSIM 

value. It indicated that the proposed method preserved 

Table 4 — SSIM14 values of various contrast enhancement 

techniques 

Methods/ 

Image 

HE2 BBHE4 AIEBHE7 EEBHE8 Proposed 

I1 0.6 0.65 0.64 0.87 0.9 

I2 0.59 0.59 0.72 0.85 0.89 

I3 0.68 0.68 0.61 0.83 0.83 

I4 0.82 0.86 0.85 0.8 0.84 

I5 0.79 0.85 0.8 0.73 0.75 
Avg 0.69 0.72 0.72 0.8 0.84 

 

Table 5 — DE15 values of various contrast enhancement 

techniques 

Methods/ 

Image 

HE2 BBHE4 AIEBHE7 EEBHE8 Proposed 

I1 5.5 6.55 5.81 6.72 6.82 

I2 5.28 6.21 5.75 6.41 6.51 

I3 5.21 6.18 5.54 6.54 6.55 

I4 5.89 7.15 6.93 7.22 7.28 

I5 5.58 6.81 6.37 7.01 7.01 

Avg 5.49 6.5 6.08 6.75 6.83 
 

 
 

Fig. 2 — Comparison plot of performance measures for various enhancement techniques: (a) AMBE12, PSNR16, & DE15, and (b) CII13, 

SSIM14, & GMSD17. 

Table 6 — PSNR16 values of various contrast enhancement 

techniques 

Methods/ 

Image 

HE2 BBHE4 AIEBHE7 EEBHE8 Proposed 

I1 13.23 17.77 16.34 21.47 27.36 

I2 13.58 15.93 15.8 21.59 27.15 

I3 19.23 16.66 14.12 23.31 24.86 

I4 15.96 19.66 20.13 22.57 25.72 

I5 16.99 21.75 18.69 18.22 22.2 

Avg 15.8 18.35 17.02 23.18 25.4 
 

Table 7 — GMSD17 values of various contrast enhancement 

techniques 

Methods/ 

Image 

HE2 BBHE4 AIEBHE7 EEBHE8 Proposed 

I1 0.24 0.15 0.17 0.07 0.05 

I2 0.17 0.19 0.08 0.09 0.054 

I3 0.16 0.2 0.2 0.08 0.08 

I4 0.1 0.08 0.08 0.07 0.06 

I5 0.17 0.13 0.11 0.08 0.07 
Avg 0.17 0.15 0.13 0.07 0.06 
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the edge information after enhancement compared to 

the other techniques discussed in the literature. 

The information required for the exact diagnosis in 

medical images was higher when compared to 

standard images. So entropy was considered one of 

the vital parameters in medical image enhancement. 

The entropy value for the sample images was listed in 

Table 5. It was observed that the proposed method 

results in a higher entropy value than other associated 

methods. It was due to the usage of Renyi entropy in 

the formulation of discrete function. 

The PSNR values for the sample images were 

listed in Table 6. It was noticed that the proposed 

method produces a high PSNR value compared to the 

other techniques. This high PSNR value infers that the 

proposed method had good reconstruction quality post 

enhancement. GMSD values were listed in Table 7. 

The low weight of GMSD represented a less 

structural deviation in the processed image. From the 

Table 8, it was interpreted that the proposed method 

preserves the structural detail of the enhanced image. 

From the results, it was clear that the proposed 

method encompasses better contrast improvement, 

preservation of edge details, good information pre-

servation, and optimum mean brightness against the 

other techniques discussed in the literature. 
 

4 Conclusion 

In this paper, a computationally efficient contrast 

enhancement algorithm using Renyi entropy has been 

proposed. Renyi entropy has been used in this paper 

because of its performance towards the prominent 

amplitudes. The entropy has been calculated from the 

sub histogram obtained by dividing the histogram into 

two, based on its median value. A mapping function 

has been calculated from the distribution function 

acquired by normalizing the entropy function. 

Qualitative and quantitative experiments have shown 

that the proposed method can enhance and produce 

better results with low complexity. 
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