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Random binary bit sequences or random numbers are very useful in cryptographic applications. These sequences are used 
as a key in different encryption algorithms. Also, they can be used as random nonce in many mutual authentication protocols. 
Because these sequences are used at very basic level in cryptographic applications there generation should be fast, secure, and 
energy-efficient. Particularly in the case of Industry 4.0/IoT, a lightweight implementation is much needed along with high 
security and rapid production. The earlier generators of random numbers used the true source of randomness but the same is not 
feasible in current scalable Industry 4.0/IoT scenario. Many works have already been done to generate random numbers through 
PRNGs. Some examples are J3Gen, Warbler, LAMED, and ARROW. However, it is essential to bring a completely 
programmed, highly secured, energy efficient and a fast paced algorithm for random number generation. In this paper, a novel 
algorithm, named DeeR-Gen, which works with one multiplexer and two NLFSRs is presented. It requires only 245 GE on 
ASIC, lowest hardware requirement till date. Proposed methodology has also been tested for EPC test of randomness. The 
authors found the proposed algorithm secure and energy-efficient to be used in any lightweight cryptographic algorithm. 
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Introduction 
The communications between constrained devices 

needs to be secure so that more applications can adopt 
Industry 4.0/IoT environment. One of the basic 
requirements of security mechanisms is random 
number. The security mechanisms use the random 
numbers in many ways. Random numbers can be used 
as a secret code as well as random bit sequences can 
also be used as a key for encryption. These random 
numbers can be generated from True Random Number 
Generators (TRNGs) or Pseudo Random Number 
Generators (PRNGs). Both of them are having their 
strengths. TRNGs are true source of randomness that 
produces highly random outputs while PRNGs are 
independent of any outside source and hence can 
produces random numbers in a fast pace.1–3 

Many researchers were replicating the output of 
TRNGs by using different software methodologies. 
The first such method was presented by Blum 
BlumShub in 1986 into their article named “A Simple 
Unpredictable Pseudo Random Number Generator.” 
Other proposals include the generation of random 
numbers by using the concept of genetic 
programming, primitive polynomials, circuit changing 
their state from meta-stable to bi-stable and Mersenne 

twister. All the above concepts were successful to 
generate random numbers as per the requirement of 
cryptographic application. However, the current 
cryptographic requirements are somewhat different 
from the previous one seeing the lightweight 
implementation scenario.4–7 

In Industry 4.0/IoT, almost 80% of the total 
communications are happening between constrained 
devices only. Hence, the needs and requirements of 
constrained devices must be taken care of. Due to 
their low energy design, constrained devices are not 
able to run highly complex programs. This gives birth 
to the requirement of lightweight cryptography.8 To 
generate random binary sequences that contain low 
power to run is challenging. To cop up with this 
challenge the mathematicians suggested using the 
shift operations. The shift operations take the lowest 
CPU power among all other logical operations. 
Hence, many research starts including shift operations 
into their design. Some of the examples are, J3Gen, 
Melia Segui, Warber, LAMED, and ARROW.9–12 

Shift registers can be implemented by using FPGA 
(Field Programmable Gate Arrays). It can be seen that 
some of the designs used the concept of LFERs 
(Linear Feedback Shift Registers) while others used 
the concept of NLFSRs (Non-Linear Feedback Shift 
Registers).13 To found a perfect tradeoff between 
power usage and security, many of the researchers 

————— 
*Author for Correspondence
E-mail: prof.dev.cse@gmail.com



GUPTA & KUMAR: DeeR-GEN: A PSEUDO RANDOM NUMBER GENERATOR 317

started using a combination of LFSRs and NLFSRs in 
their design. These LFSRs/NLFSRs were then seeded 
to get the initial values for computation. Many authors 
use the primitive polynomials of required degree, i.e., 
polynomial of degree 16 or polynomial of degree 32, 
or any other required degree of polynomial to seed 
their shift registers. An update function is then 
required to get the input value based on the FSR 
values for the next iteration. 

Many researchers used the polynomials directly 
while some others used the concept of selection 
criteria for selecting particular polynomial for seeding 
the FSRs. The direct use of polynomial is not secured 
because any attacker can have the values from the 
applied polynomial and can guess the outputs easily.14 
On contrary, polynomial selection from pool of 
polynomials based on the values received from 
selection wheels is hard to guess. For example, the 
proposed mechanism is using a list of eight 
polynomials and a selection criterion is applied on 
them to choose one polynomial for the seeding 
purpose. In this way, the chance of knowing the 
values from selected polynomial is reduced to eight 
folds. Different researchers used different mechanism 
for the selection operation on polynomials. Some of 
the examples are roulette wheel, random selection, 
and circuit switch based selection mechanism. 

In the presented article, the authors proposed a 
pseudo random binary bit sequence generator based 
on one polynomial selection mechanism (multiplexer) 
and two NLFSRs. The proposed architecture produces 
secure random binary bit sequences to be used in 
cryptographic applications. The generator will be fast 
enough to produce the required amount of random 
numbers for a scalable Industry 4.0/IoT application. 
The proposed algorithm is tested for its power 
consumption and the authors found that it requires 
vary low CPU power to execute.  

Related Work 
LAMED architecture for PRNG is proposed in 2007 

which is based on an Initialization Vector (IV) and a 
key.9 The update function used in LAMED is different 
for odd length sequences and even length sequences. 
LAMED was originally proposed as 32-bits sequence 
generator. However keeping the specifications of EPC 
in mind, an 16-bits sequence generator is proposed and 
referred as LAMED-EPC. Another design is proposed 
a PRNG in 2008 based on simple LFSR.14 Although 
this was the first PRNG of this kind, it was not that 
much successful because of its inherent linearity.  

In 2011, two different architectures for PRNGs were 
proposed. AKARI was one of them and it is yet 
another architecture based on a non-linear filter 
function.5 Two alternatives were proposed, AKARI-1, 
and AKARI-2. AKARI-1 iterates its filter function for 
64 rounds where AKARI-2 iterates for 24 rounds only. 
The initialization of x0 and x1 is same for both the 
versions but there is a slight difference in the 
calculation of z. Also, the iterative function is different 
for both the version. In AKARI, the contributors tried 
to incorporate both the requirements of lightweight 
cryptography, i.e. low power requirement and low area 
requirement. However it did not succeed in unified 
design. AKARI-1 tries to lower the power requirement 
while AKARI-2 tries to lower the area requirement. 

A 16-bit PRNG is proposed with eight different 
polynomials using three TRN bits, i.e. 23 = 8. The 
expected Gate Equivalent for the proposed PRNG was 
761. It is also tested for suitability of the design with
EPC global and found it suitable to be used in
lightweight cryptographic algorithms. The randomness
test for the generated sequences was also performed
and the obtained results were satisfactory.15–21

J3Gen is another design for generating pseudo 
random bit sequences proposed in 2013.(12) The 
design was based on a physical source of true 
randomness and a deterministic LFSR. A decoding 
logic is used to select one polynomial out of eight 
given. This decoding logic works on the input from a 
TRN bit and a clock input. The lowest GE 
requirement for J3Gen is 440 for its 16-bits LFSR and 
8-bits polynomial version while the highest GE
requirement for J3Gen is 3921 for its 64-bits LFSR
and 32-bits polynomial version.

Proposed Methodology 
The authors proposed a new methodology (Fig. 1) 

for generating the pseudo random binary bit sequences 
those will perfectly replicate the true random binary bit 
sequences. The generated sequences will be suitable to 

Fig. 1— Selection of polynomial 
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be used in any cryptographic applications. The 
authors are using one 4×1 multiplexer along with two 
16-bit NLFSRs for their design. At the moment the
Tag reaches the periphery of the Reader, the
multiplexer inside the Reader will be triggered. It will
generate one output from four possibilities. This
output (00, 01, 10, or 11) will be appended at MSB
with 1 and 0 separately. This will ultimately produce
(100, 101, 110, or 111) as input for first NLFSR and
(000, 001, 010, or 011) as input for second NLFSR.
The respective polynomial from the list of
polynomials will be taken as input to both the
NLFSRs.

These input numbers will be mapped with a list of 
polynomials. The respective polynomial will be chosen 
from the list of polynomial as shown in Table 1. These 
polynomials are selected from the list of primitive 
irreducible polynomials of degree 16. Also these 
NLFSRs will be updated on the basis of feedback 
functions of 16-bits Fibonacci NLFSRs with the period 
2n-1 respectively as presented in Table 1. The update 
functions can be chosen from the eight availabilities. 
The stored update functions are [0, 1, 2, 3, 9, (6, 14)], 
[0, 1, 5, 13, 14, (14, 15)], [0, 1, 11, 12, 13, (5,15)], [0, 
2, 5, 10, 14, (6,14)], [0, 2, 6, 11, 12, (14, 15)], [0, 2, 7, 
8, 10, (3, 6)], [0, 2, 7, 8, 13, (3,15)], and [0, 4, 8, 9, 10, 
(8,12)]. Also, the update function will keep changing 
on each round. The updated function can be generated 
as per the given Eq. (1). For example, the update 
function for {0, 1, 2, 3, 9, (6, 14)} will be: 

f(X0,X1,X2,X3,X6,X9, X14) = Xo⊕ X1⊕ X2⊕ X3⊕ X9⊕ 
X6X14 … (1) 

The 16-bits seed in the NLFSR based on the 
polynomial at input number 000 will be 
1000000111101110. Please note that the positions 
having a power of X are given 1 and the others are 
given 0 here. The 1 at the last position of each 
polynomial will be ignored. 

After seeding the NLFSRs, the tangled architecture 
will be followed for generating a random binary digit. 
The tangled architecture is demonstrated in Fig. 2. 
The last bit of both the NLFSRs will be XORed and 
this value will again be XORed with the output of 
both the update functions separately. The resultant 
from both the operations will be inserted in both the 
NLFSRs separately from rear end. 

Also, these calculated updates will be XORed 
again and the resultant will be taken out as output 
from the PRNG.  By repeating the same process 
16 times, the methodology will produce a 16-bits long 
random binary bit sequence. If any application needs 
longer bit sequences then the polynomials can be 
chosen accordingly. These sequences can also be used 
as random numbers/codes by just converting them 
into their hexadecimal or ACII equivalent. 

Results and Discussion 
The proposed methodology is programmed in C# 

language on NET framework. The authors used 
Intel(R) Core(TM) i3-5005U CPU @ 2 GHz system 
to analyze their code. The generated random 
sequences are tested for the suitability with EPC C1 
Gen2 randomness test.17 In the subsequent subsection 
the results of different tests will be given. 

Suitability with EPC Gen2 
The requirements of EPC Gen2 for random binary 

bit sequences are three-fold. The first one is related to 
the frequency of occurrence of different sequences. 
Any 16-bits sequences should fall in between the 
probability as per Eq. (2).  

{Pmin = 0.8/216} < Prob(S) < {Pmax =1.25/216} … (2) 

The second requirement is related to duplicate 
sequences. The same 16-bits sequences should not be 
repeated for more than 0.1% of times in a generation 
of 10,000 sequences. The third requirement is related 

Table 1 — List of primitive polynomials with update functions 

Input  
Number 

Polynomial 

000 x^16 + x^9 + x^8 + x^7 + x^6 + x^4 + x^3 + x^2 + 1 
001 x^16 + x^13 + x^12 + x^10 + x^9 + x^7 + x^6 + x^1 + 1 
010 x^16 + x^13 + x^12 + x^11 + x^7 + x^6 + x^3 + x^1 + 1 
011 x^16 + x^13 + x^12 + x^11 + x^10 + x^6 + x^2 + x^1 + 1 
100 x^16 + x^14 + x^13 + x^12 + x^6 + x^5 + x^3 + x^2 + 1 
101 x^16 + x^15 + x^10 + x^6 + x^5 + x^3 + x^2 + x^1 + 1 
110 x^16 + x^15 + x^11 + x^10 + x^9 + x^6 + x^2 + x^1 + 1 
111 x^16 + x^14 + x^13 + x^12 + x^10 + x^7 + 1 Fig. 2 — Process of generating random bit from tangled NLFSRs 
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with the guessing of correct sequence. Considering all 
previous sequences is known to the adversary, the 
chance of getting the next 16-bits sequence should be 
less than 0.025%. 

The authors tested their code for all three 
requirements of EPC Gen2. It can be seen that the 
proposed methodology fulfills every requirement of 
EPC Gen2 standard. For the first requirement, the 
authors generated 30 million 16-bits binary 
sequences. The obtained result shows the fulfillment 
of Eq. (2). The statistics can be seen from Fig. 3. 
Many of the researchers stated that the EPC test is not 
very much suitable for current scenario. Hence, the 
author takes care of this and tried to produce stronger 
generator. The results in Fig. (3) show that the 
proposed generator produces better result than the 
required one by EPC. It can be seen that as the 
number of sequences generated grows, the percentage 
of repetition falls. This result is particularly very 
beneficial in case of scalable environments, such as 
IoT. For the second requirement of EPC test, the 
authors run their code for ten different rounds to 
generate 10,000 number of 16-bits binary sequences. 
The obtained results are presented in Table 2. It can 
be seen in each round that more than 9200 sequences 
are unique. Only few of the sequences are repeated 

twice, thrice, or four times. The highest repetition for 
four times gives a percentage of 0.04% that is too less 
in comparison to the allowed 0.1% and hence authors 
claimed that the proposed PRNG is suitable to be used 
in a cryptographic environment. 

For the third requirement, the methodology needs 
to be revisited. It can be seen that at the very first step 
it selected one out of four possible inputs leading the 
probability of correct selection to ¼ and then at the 
time of update function selection it again choses one 
out of eight possibilities leading the cumulative 
probability to 0.0132. This is clearly very less than the 
allowed 0.025. Hence, is it clear that the proposed 
methodology pass every test from EPC Gen2 and with 
this the authors claim that the proposed method is 
very suitable to be used in a lightweight cryptographic 
security schemes. 

Power Analysis 
In cryptographic operations, the energy required 

depends on the average power (Pavg) and the 
computation time t. In battery-powered devices, 
energy consumption is a major parameter which is 
affected by the time the battery is able to provide 
electricity. While passively powered devices (such as 
EPC Gen2 tags) carry only small amounts of power, 
they are generally capable of connecting to a reader 
for an extended period of time. In other words, the 
amount of energy does not matter as long as the 
calculation can be done within a reasonable amount of 
time in the EPC Gen2 tags.18 A large number of 
digital circuit designs are built using standard CMOS 
transistors in order to achieve low power consumption 
and robustness. An implementation using CMOS 
technology is therefore appropriate for analyzing 
power consumption.19 
 

A key aspect of the design phase of a security 
implementation is to ensure that the IC's dissipation 

Table 2 — Analysis based on 10,000 generated sequences 

Round No. of sequences Highest repetition (%) Unique sequences (%) 

Unique Repeated twice Repeated thrice Repeated four times 

1 9267 677 28 0 0.03 92.67
2 9220 718 31 0 0.03 92.20
3 9239 705 25 2 0.04 92.39
4 9229 702 33 1 0.04 92.29
5 9242 667 41 3 0.04 92.42
6 9231 673 45 2 0.04 92.31
7 9238 685 34 3 0.04 92.38
8 9299 644 27 1 0.04 92.99
9 9297 634 33 1 0.04 92.97
10 9244 691 31 1 0.04 92.44

Fig. 3 — Percentage of repetitions of same sequences 
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does not exceed its power budget for operation. Based 
on Feldhofer et al.'s estimations, cryptographic 
operations consume approximately 4 μW of power.18 
Dynamic and static power consumptions are added up 
to calculate the power consumption of CMOS 
circuits. Due to its small size and low static power 
consumption, it can be ignored in the circuit design of 
the proposed implementation. While direct measures 
of power dissipation may be feasible, a simple method 
for estimating the dynamic dissipation of power is to 
calculate the power loss during charge and discharge 
of capacitances.19 A system with a small number of 
logic gates dissipates power as shown in Eq. (3). 
 

P = p01CLV2
DDfclk  … (3) 

 

The capacitor CL along the critical path represents 
the load capacitance and the logic state p01 
represents the transition from low to high in one clock 
cycle. Combined with CL, p01 can also be expressed 
as the average capacitance switched during each clock 
cycle. Clock frequency is represented by fclk, and 
system supply voltage is represented by VDD. The 
factors in this equation that influence the power 
consumption are minimized when designing measures 
to reduce it. For large ICs with many logic states 
transitions per clock cycle, this formula has difficulty 
being applied due to difficulties in stating the logic 
states transitions. Nonetheless, it is an adequate 
method for estimating the power consumption of 
small circuits. 

It is estimated that the Load Capacitance (CL) for 
each GE is approximately 3 fF based on 
measurements presented by Etrog et al.20 Passive low-
cost RFID uses a voltage source of 1 V and an 
operating frequency of 100 kHz, which have been 
previously stated.7 For our PRNG proposal  
that executes in serial, Eq. (1) returns an estimate of 
7.35 nW of average power consumption, assuming 
that all GEs are switched for every clock cycle. Based 
on existing literature, and given the available budget 
of 4 μW of power consumption for cryptographic 
operations for UHF technologies, the proposed 
estimation is consistent.21 

 

Performance Analysis 
Implementation of a 4×1 multiplexer can be done 

with 11 numbers of 2-input NAND Gates and hence 

required only 11 GE on ASIC. A 16-bits FSR is made 
up of 16 D flip-flop placed serially. One D flip-flop 
needs 5 numbers of 2-input NAND Gates and hence 
required only 5 GE area on ASIC. For a single 
NLFSR, the design will require 80 GE. Since, this 
design is having 2 NLFSRs a total of 160 GE will be 
required for implementing two 16-bits NLFSRs. The 
update function of a single NLFSR is requiring a total 
of 18 GE. Hence, two simultaneous update operations 
on two different LFSRs will require a total of 36 GE. 
Around 26 GE will be required to implement an 8 × 1 
multiplexer for selecting one update function among 
the eight available. The further design of DeeR-Gen is 
having four more XOR operations and hence they 
need 12 more GE. Combining all the values together 
the total area requirement for the DeeR-Gen design 
will be (11 + 80 + 80 + 18 + 18 + 26 + 12) = 245 GE. 
The comparison of different lightweight PRNG 
proposals is given in Table 3. 

The number of required gate equivalent for one of 
the update function in Eq. (1) is illustrated in Fig 4. It 
is worth noticing that all the update function will take 
the same number of GE for their execution. 
 
Conclusions 

Highly secured yet energy-efficient random 
number generator is proposed that is efficient both in 
terms of energy and area requirements. The proposed 
method, DeeR-Gen, takes only 245 GE on ASIC, 
lowest area requirement by any of the known PRNG. 
Also the energy requirement of the digital circuit is 
7.35 nW, much lower than the permissible range of 4 
μW for constrained environments. In addition to 
energy and area requirements, the authors also tested 
the generated sequences for randomness. EPC 
requirements were executed and it is found that the 
proposed PRNG passed all the tests. This shows that 

Table 3 — GE comparison of lightweight PRNG proposals 

PRNG Trivium LAMED Grain Melia-Segui J3Gen DeeR-Gen 

GE Count 1857 1585 1294 453 439 245 
 

 
 

Fig. 4 — Circuit diagram for update function 
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the generated sequences are highly suitable to be used 
in a lightweight cryptographic environment. In future, 
authors will consider different arrangements of 
LFSRs and NLFSRs to produce yet another level of 
secure and lightweight random binary bit sequences. 
Also, different degree of primitive polynomials will 
be checked for better seeding of the FSRs. 
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